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ABSTRACT 
 

The advancement of e-commerce has changed the way people 

shop. However, there is a mismatch between the actual quality of 

a product and the seller’s description. Product reviews are an 

important source of information for making purchasing decisions. 

However, processing large numbers of reviews manually is 

difficult. This research aims to detect emotions in Indonesian 

language product review texts using contextual embeddings. The 

public dataset used was PRDECT-ID, which comprises five 

emotion labels. The methods used include data preprocessing, 

feature extraction using contextual embeddings such as 

Bidirectional Encoder Representations from Transformers 

(BERT), and classification using Decision Tree, Naïve Bayes, and 

k-Nearest Neighbors (KNN). Among the compared models, the 

KNN model demonstrated the highest improvement, achieving a 

15.09% enhancement over the decision tree results. This research 

provides insights into the effectiveness of contextual embeddings 

in detecting emotions in Indonesian language product review 

texts.  
  

Keywords: BERT, Contextual Embeddings, E-commerce 

Platform, Emotion Detection, Product Review Texts

 

1. Introduction 

The rapid progress in e-commerce has changed people’s way of shopping to become 

completely online because it can provide convenience and the prices offered are more affordable 

for consumers. Tokopedia, which was founded in 2009, has grown into one of the largest e-

commerce giants in Indonesia. However, there is a mismatch between the actual quality of a 

product and the description provided by the seller on the e-commerce platform, thus making 
many consumers look for product information through e-commerce reviews that cover various 

aspects, such as price, service, and logistics [1]. 

Reviews on e-commerce platforms are crucial because they contain a lot of product 

information that makes it easier for new consumers to make correct purchasing decisions. Sellers 

also have the opportunity to understand consumer needs, identify product weaknesses, and 
encourage product innovation based on consumer feedback [2]. However, for laypeople, 

processing many online reviews and extracting consumer opinions from them is a difficult task. 

Therefore, it is necessary to use automatic review processing with emotion extraction techniques 

[3]. 

Emotions are an inseparable element in human life that significantly impact decision-making. 

Emotion detection is the process of recognizing various types of individual feelings or emotions, 
such as happiness, sadness, and anger. Detecting emotions from text data originating from e-

commerce platforms is a challenging task because texts are typically short and brief and 
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sometimes contain incomplete sentences [4]. The existence of various ambiguities due to the use 

of daily conversations that contain a lot of slang also becomes a challenge when detecting 
emotions in short texts from e-commerce platforms, making emotion detection even more 

difficult [5]. 

Text representation techniques are used to transform text into numerical form for easier 

processing for emotion detection [6]. Previous studies on emotion detection in Indonesia have 

predominantly employed statistical text representation methods such as TF-IDF [7], [8], [9]. The 

TF-IDF is a word weighting method used to assess the importance of a word in a document [10]. 
The TF-IDF method disregards word order and contextual meaning and relies solely on word 

frequency to determine concept relationships. 

Text representation techniques using contextual embeddings can overcome the problem of 

statistical-based text representation techniques, which take into account the words around the 

word to capture richer contextual meaning and nuances. One algorithm for contextual 
embeddings is Bidirectional Encoder Representations from Transformers (BERT) ([11]. BERT 

can read text in two directions, from left to right and from right to left, to understand the full 

context of the word by utilizing the self-attention mechanism of the Transformer model. 

This study aims to detect emotions by representing text as a numerical vector using BERT 

contextual embeddings. The self-attention mechanism in BERT considers the importance of each 
word in the overall context of the given sentence as a whole. After the text is represented into a 

vector with contextual embeddings, a classification process is performed to determine the 

emotions of a review text using several distance-based (k-Nearest Neighbors), tree-based 

(Decision Tree) and probability-based (Naïve Bayes) classifier algorithms. 

 

2.  Method 

The stages of emotion detection using contextual embeddings in product review text data 

include data preparation, data preprocessing, feature extraction, detection, and evaluation. Figure 
1 shows the overall flow of the proposed method. A detailed explanation of each process will be 

explained in the sub-chapter below. 

 

Figure 1. Flowchart of Emotion Detection Using Contextual Embeddings in a Product Review 

Text 
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2.1.  Data Preparation 

This research uses the public dataset PRDECT-ID [12], which is a dataset for classifying 

emotions in Indonesian language product reviews taken from the Tokopedia e-commerce 

platform. The PRDECT-ID contains 5400 product reviews from 29 different product categories. 
Each product review was annotated with one emotion using Shaver’s emotion model because it is 

simple and powerful enough to build emotion models. Each emotion has unique sentence 

characteristics. For example, anger generally contains curse words and expressions of dislike, 

whereas the emotion of fear contains warnings and doubts about the quality of a product or seller. 

The emotion distribution in the PRDECT-ID dataset is shown in Figure 2. This research did not 
consider imbalance data; thus, 600 emotion labels were created for each emotion label. 

 

 

Figure 2. Distribution of emotions in PRDECT-ID Dataset 

 

2.2. Data Preprocessing 

Preprocessing converts unstructured data into processed forms that can be customized to 

meet the requirements of subsequent processing stages. Preprocessing comprises several stages, 

namely tokenization, removing unclear symbols, and normalization. Tokenization is the process 
of converting a document word into a word by removing spaces. Normalization is the process of 

changing nonstandard words into standard forms [10]. Emotion labels are encoded numerically 

before contextual embeddings for feature extraction. The emotion label Happiness was 

transformed into label 0, Sadness into label 1, Fear into label 2, Love into label 3, and Anger into 

label 4. 

2.3 Feature Extraction Using Contextual Embeddings 

 The BERT model can be used for Natural Language Processing (NLP) tasks such as emotion 

detection, using two main approaches: fine-tuning and feature-based. The fine-tuning approach 
involves retraining the model with parameter adjustments, whereas the feature-based approach 

uses feature representations extracted from a pretrained BERT model as input to the classification 

model without the need for fine-tuning [13]. Simple Transformers is a Python library that makes 

it easy to use advanced Transformer models, such as BERT, GPT-2, and RoBERTa, for emotion 

detection. The library is built on Hugging Face’s Transformers library, which provides 

implementations of well-known Transformer models, such as pre-trained IndoBERT. 
 IndoBERT is a variant of BERT that has been trained specifically on Indonesian language 

texts. Pre-trained IndoBERT indicates that the BERT model has undergone a previous training 
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process using a large text corpus in Indonesia. Thus, this model has a good understanding of the 

Indonesian language structure and vocabulary. By using Simple Transformers and pretrained 
IndoBERT, researchers can quickly and easily apply powerful NLP models to specific tasks in 

Indonesia. 

2.4 Emotion Detection 

   After obtaining features using contextual embeddings, the next step is the classification 

process to determine emotions from product review texts on e-commerce platforms. Several 

classifier algorithms are used to compare the performance, namely tree-based classification 

(Decision Tree), probability-based classification (Naïve Bayes), and distance-based classification 

(k-Nearest Neighbors). 
The way the Decision Tree classifier works is to divide the dataset into smaller subsets while 

developing an associated decision tree. At each node in the tree, the algorithm selects the most 

effective features to classify the data into different classes. This process is repeated for each sub-

branch until all data in that node have the same class or feature are shared. To make predictions, 

the Decision Tree follows a path from root to leaf according to the features of the incoming data 

until it reaches the predicted class [14].  
The KNN algorithm stores the entire training dataset and makes predictions based on the 

proximity of new instances to the training data. The use of a distance metric (generally Euclidean 

Distance) finds the K nearest neighbors of a new instance. The class of a new instance is 

determined by majority voting from its K closest neighbors [15].  

Naive Bayes works by calculating the probability that a data instance falls into a certain class 
based on its features. There is an assumption of independence from the Naïve Bayes algorithm, 

where each feature in the dataset is considered independent. For example, if features X1 and X2, 

the value of X1 does not affect that of X2, and vice versa. Bayes' theorem is also used to calculate 

the posterior probability of a class based on the feature distribution in the given class [16]. 

2.5 Evaluation Results 

 The metrics used to measure the model’s performance in detecting emotions were precision, 

recall, and the F1 score metrics. Precision measures the accuracy of a model's positive 

predictions, meaning how many of its positive predictions are actually positive. Recall measures 
how well the model finds all true positive cases. The F1 Score is the harmonic average of 

precision and recall metrics, which provides a balance between these two metrics [17]. 

 

3.  Result and Discussion 

This research uses Google Collaboratory with the Python programing language for emotion 
detection in product review text from e-commerce platforms. The implementation process is in 

accordance with the previous section, where the product review text is transformed into numerical 

form using contextual embeddings (BERT). Table 1 lists the evaluation results obtained by 

several classifiers using contextual embeddings for emotion detection. The lowest performance 

was achieved using the decision tree classifier with an F1 score of 0.53, while the k-Nearest 
Neighbors classifier obtained the highest performance score of 0.61. 

Decision Trees tend to overfit the training data, particularly when handling varied and 

informal text data. This causes model performance to decrease when applied to previously 

unknown data. Informal text data such as product reviews on e-commerce platforms have very 

high variations in terms of language style, slang use, and sentence structure, making it difficult 

for Decision Trees to handle this uncertainty and variation. Decision Tree's rigid structure also 
makes it not sufficiently flexible to capture the complexity and nuance of informal texts. 

The proposed KNN method employs a simple but effective approach that measures the 

distance between text samples to classify emotions. This makes the KNN better able to handle 
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variations and uncertainty in informal text than the decision tree. The proposed KNN makes no 
assumptions about data distribution; thus, it is more adaptive to variations in informal text data. 

The use of nearest-neighbor data can provide more contextual and relevant information for 

determining emotions, which is useful in informal texts that are often ambiguous. There was an 

increase in F1 score of 15.09% from using Decision Tree to k-Nearest Neighbors. 

 
Table 1. Evaluation Results with Contextual Embeddings for Emotion Detection 

Classifier Evaluation Results 

Precision Recall F1-Score Accuracy 

Decision Tree 0.53 0.53 0.53 0.53 

Naïve Bayes 0.58 0.56 0.56 0.56 

k-Nearest Neighbors 0.61 0.62 0.61 0.62 

 
Table 2. Confusion Matrix from the k-Nearest Neighbors Classifier (Highest Performing) for 

Emotion Detection 

 Predicted Labels 

Happy Sadness Fear Love Anger 

Actual 

Labels 

Happy 31 1 1 14 0 

Sadness 1 45 15 0 8 

Fear 1 18 32 0 12 

Love 13 0 0 54 0 

Anger 0 15 15 1 23 

 

Table 2 shows the confusion matrix of the k-Nearest Neighbors classifier, which obtained the 

highest emotion detection performance. A confusion matrix is a tool for evaluating the 
performance of classification models by comparing model predictions with actual values. There 

was a significant prediction error between the emotions “Happy” and “Love”. For example, 14 

cases of "Happy" were predicted as "Love". This may occur because the words used to express 

happiness are often similar to those used to express love. The prediction error between “Sadness” 

and “Fear” was quite high, with 15 cases of “Sadness” being predicted as “Fear” and vice versa. 

The model found it challenging to differentiate between sadness and fear in textual contexts. The 
emotion “Anger” showed relatively fewer prediction errors than the other emotions. However, 

there are still some significant errors, for example, 15 cases of “Anger” being predicted as “Fear”. 

 

4.  Conclusion 

This study successfully detected emotions in product review texts on e-commerce platforms 
using contextual embedding as a technique for representing text, which was then classified using 

several classification algorithms. Based on our research results, we found that the decision tree-

based classifier algorithm (Decision Tree) is less effective for informal text data because it is 

overfitting and inflexible in handling text variations. The probability-based classifier algorithm 

(Naïve Bayes) outperforms the decision tree algorithm but faces challenges in handling informal 

text variations. 
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Future work can be evaluated on larger and more diverse datasets to ensure the 

generalizability of the model. Data augmentation techniques to increase the amount and variety of 
training data can be used in future work. In addition, classifier algorithms with ensemble methods 

can be used to improve performance. 
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